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Abstract 

This paper presents the design of a hybrid model of a wastewater treatment plant (WWTP), which is 

meant to improve the quality of effluent prediction. By combining mechanistic, i.e. activated sludge 

model, and data-driven model it is expected to retain physical transparency and achieve good 

prediction accuracy. For the data-driven model, a state-of-the-art machine learning approach based 

on Gaussian process (GP) model was applied. GP models systematically address model uncertainty 

when lacking identification data and are applicable also for small data-sets, which both are 

encountered in WWTP modelling. Serial and parallel hybrid structures were designed to address the 

challenges of missing input data, insufficient mechanistic model accuracy and demanding model 

parameter estimation. Results of full-scale effluent predictions show that, by applying hybrid models, 

the accuracy of the model is improved. Good results were obtained also for default values of activated 

sludge model parameters, which significantly simplifies the model design process. 
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1. Introduction 

Mathematical modelling is one of the most fundamental scientific disciplines that is used for better 

understanding, analysing and predicting the performance of different systems and processes. 

Mathematical modelling of biological wastewater treatment processes has a long tradition and is 

indispensable in the design and operation of wastewater treatment plants (WWTPs) for testing 

different operation scenarios and optimising the plant performance. When applying the models in 

control and decision-making, the model accuracy concerning the intended model use is one of the key 

questions to consider. 

Generally, two modelling approaches are possible, i.e. a theoretical approach or a data-driven 

approach. In the case of wastewater treatment, mechanistic models, also called first-principle or 

theoretical models are commonly used. The state-of-the-art models are a family of activated sludge 

models (ASM) (Henze et al., 2000), which conceptualize theoretical knowledge of the biological 

processes and other observed phenomena occurring within the system. ASM models are capable of 

extrapolating the process performance in a wide variety of process operating conditions. They also 

give a deeper insight into the process since many process variables are not directly measured or 

observed on-line. Data-driven modelling, on the other hand, is more generally applicable to different 

processes and well supported by efficient machine learning techniques. It may also result in a more 

accurate model performance if any limitations arise from a pre-set structure of a first-principle model, 

which as such could not capture all information latent in data. An overview of data-driven techniques 

applied in WWTPs indicates that the prevailed methods used are multivariate statistics, artificial neural 

networks (ANNs) and fuzzy systems (Corominas et al., 2018). Data-driven models are mainly used for 

prediction and soft-sensing, process monitoring and fault detection. 

Both modelling approaches have disadvantages. The usage of a mechanistic model in full-scale WWTP 

applications requires extensive and time-consuming adjustment of model parameters to real plant 

behaviour where significant computational effort and expert knowledge may be needed for model 
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parameterisation. Besides, parameter estimation based on numerical optimization algorithms often 

gives non-unique parameter estimates and many local optima because of the ill-conditioned, non-

convex optimization problem (Manheim and Detwiler, 2019). Data-driven modelling has other 

difficulties. Data-driven models are usually designed for a limited sub-set of process variables and a 

limited sub-set of process operating conditions. Besides, they are not able to describe the process 

physically transparently.  

To take the strength of both modelling approaches and overcome their deficiencies, hybridisation 

combining first-principle and data-driven models is proposed (Anderson et al., 2000). The hybrid model 

is expected to retain the first-principle model structure with all the modelled process variables. 

Besides, it should retain physical transparency and relationships between the variables. The hybrid 

model is also expected to enhance the prediction accuracy of the selected observed process variable, 

or several variables, for which a more accurate prediction is desired. Combinations of first-principle 

and data-driven models are particularly enhanced with increased monitoring and sensors 

implementations, which enable the design of data-driven models (Newhart et al. 2019). The trend of 

increased sensors development and implementation is also evident in wastewater treatment (Kruse, 

2018). 

Applications of hybrid models in wastewater treatment are still quite rare (Haimi et al., 2013). In 

particular, very few research papers address hybrid models by combining mechanistic ASM models 

and data-driven models. Côté et al. (1995) designed a feedforward neural network model that 

simulated the prediction errors of a simple, previously tuned mechanistic model. Anderson et al. (2000) 

presented two hybrid models where feedforward neural networks were used to predict the process 

reaction rates and correct the prediction error of the linearized ASM1 model. An interesting remark is 

that the application of their approach to a more complex problem involving phosphorus kinetics was 

not successful. Lee et al. (2002) also designed a hybrid neural network based on a simplified 

mechanistic model and presented good extrapolation properties of the hybrid model. 
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As presented above, the hybrid approaches applied so far were based on artificial neural networks for 

the data-driven model in a hybrid structure. In this paper, the data-driven part of the hybrid model is 

based on Gaussian Process (GP) model. GP modelling is a machine learning probabilistic modelling 

approach with a specific property that the mapping between regression inputs and output is presented 

with a stochastic process and, consequently, the model prediction with a distribution, expressed in 

terms of mean value and the variance of the modelled variable. The variance indicates the model 

prediction uncertainty and is used as a confidence measure for the model prediction results. The 

reasons for using GP models for the construction of a data-driven part of the hybrid model are many 

(Kocijan, 2016). Firstly, GP models, as kernel models, contain noticeably fewer parameters to optimise 

than frequently used statistic models based on basis functions. Secondly, they are very convenient for 

parameter optimisation in cases where the number of data points is relatively small. Thirdly, GP models 

have comparable prediction capabilities to ANNs but account for model uncertainty (Bradford et al., 

2018). For example, by indicating the higher variance around the predicted mean, the GP model can 

highlight areas of the input space where model-prediction quality is poor, e.g. due to the lack of 

training data or its complexity. In this way, the GP model can quantify the model quality systematically. 

These properties of GP models are important in wastewater treatment modelling. Model tuning and 

optimization are most often performed on a limited set of data that is constrained by the number of 

laboratory measurements for some variables. Besides, WWTP process input and operating parameters 

change with time and may vary in a wide region that was not incorporated within the identification 

data. The application of GP models in wastewater treatment is still rare. Most often GP models are 

used for monitoring and fault detection, e.g. sensor drift detection (Samuelsson et al., 2017), 

secondary settler monitoring (Zambrano et al., 2019), filamentous sludge bulking prediction (Liu et al., 

2016), prediction of biodegradation completion time (Kocijan and Hvala, 2013), or membrane fouling 

(Chan et al., 2015).  

This paper aims to present the application of GP models in hybrid modelling of WWTPs, which has not 

been considered yet. The case study is the design of process models to predict effluent total nitrogen 



5 
 

and total phosphorus concentrations in a full-scale WWTP. Model-based prediction of effluent 

concentrations is of interest for different purposes. It is used in predictive control schemes for energy 

consumption and performance optimisation (Vrečko et al., 2011). The prediction of effluent is used to 

detect a risk of violation of effluent limits enough time in advance to select a suitable control strategy 

(Santín et al., 2015). It can be also used as an early warning prediction tool for water quality control in 

combined waste and wastewater treatment processes (Guo et al., 2015). The main contribution of our 

work is an attempt to improve the mechantistic model prediction by the support of the GP model. The 

usage of mechanistic model is preferred over a completely data-driven model since it incorporates 

knowledge of the process fundamentals (Anderson et al., 2000). Hence, the aim is not to obtain the 

best model per see, but to refine the prediction of ASM model with the additional information 

potentially present in the collected process data that is otherwise not captured by the mechanistic 

model. In this paper, GP models are used in serial and parallel hybrid structures to complement 

mechanistic models. The data-driven model supports the mechanistic model in two commonly 

encountered limitations of full-scale WWTP modelling studies, i.e. the problems of missing input data 

and demanding model parameter estimation for model-data calibration. As also reported in the 

literature, scarce data sets measured at the inlet of WWTP (Martin and Vanrolleghem, 2014) and the 

uncertainty of model parameters (Mannina et al., 2012) are among the main limitations for more 

widespread utilization of WWTP models. 

 

2. Methods 

2.1. Data-driven models 

Data-driven models are used for modelling of dynamic systems as the alternative to first-principle 

models also in the case of WWTPs (Haimi et al., 2013, Corominas et al., 2018, Newhart et al., 2019). 

Among methods for data-driven modelling predominantly the methods are found, where the system 

is approximated by a linear or nonlinear combination of some basis functions with coefficients that 
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have to be estimated. Examples of such data-driven models are artificial neural networks, fuzzy 

models, Volterra-series models, etc. Depending on the nonlinearity, a fixed basis function approach 

could need a relatively large number of basis functions to approximate the unknown nonlinear system. 

The increase in the number of basis functions and consequently the increase of coefficients to be 

estimated requires also a large number of data necessary for coefficients estimation. Data overfitting 

might occur when the number of data is not appropriate (Manheim and Detwiler, 2019).  

The alternative to data-driven models with basis functions that circumvents the mentioned 

disadvantage is kernel methods. Kernel methods (Bishop, 2006) do not try to approximate the 

modelled system by fitting the parameters of the selected basis functions, but rather they search for 

the relationship among the measured data. The model is composed of input-output data that 

characterises the behaviour of the modelled system and the kernel function that describes the relation 

of the output data concerning the input data.  

Data-driven models depend on observation data used for modelling. These data may be noisy and 

affected by various disturbances. Probabilistic modelling (Peterka, 1981, Green et al., 2015), namely 

Bayesian modelling, is a way to treat uncertainties, model complexity and reduce the level of 

overfitting. 

2.2. Gaussian Process models 

GP models are probabilistic, data-driven, kernel models based on the principles of Bayesian probability. 

The following additive system is considered when GP modelling (Rasmussen and Williams, 2006, Shi 

and Choi, 2011, Kocijan, 2016) is used for regression: 

𝑦 = 𝑓(𝐳) + , (1) 

where 𝑦 is process output,  is white Gaussian noise and 𝐳 is the vector of regressors from the 

operating space ℝ𝐷, D is the number of regressors. The noise is of the form  ~𝒩(0, 𝜎𝑛
2) where 𝜎𝑛

2 is 
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the variance. Elements of the vector 𝐳 ∈ ℝ𝐷, i.e. 𝑧𝑖: 𝑖 = 1,… , 𝐷 are called regressors and the vector z 

is called the regression vector. 

We look for a nonparametric Bayesian model, where the function to be modelled 𝑓 is set as a GP 

𝑓(𝐳) ∼ GP(𝐸(𝑓(𝐳)), cov (𝑓(𝐳𝑖), 𝑓(𝐳𝑗))), (2) 

where 𝐸(𝑓(𝐳)) is a mean of function 𝑓 and cov (𝑓(𝐳𝑖), 𝑓(𝐳𝑗)) is the covariance of function 𝑓. 

Mean and covariance define the properties of the stochastic process that we model. They incorporate 

the prior knowledge of stochastic process to the system training. For the sake of simplicity, we often 

assume the mean function is selected as 0. The covariance matrix is calculated using covariance 

functions, i.e., kernel functions, which are characterised with hyperparameters. 

An overview of some of the possible covariance functions is given in (Rasmussen and Williams, 2006). 

The covariance functions 𝐶(𝐳𝑖, 𝐳𝑗) that we use in this paper are the following: 

 Linear covariance function (3) with ARD option (Kocijan, 2016) 

𝐶(𝐳𝑖 , 𝐳𝑗) = 𝐳𝑖𝐿𝐼𝑁
−1 𝐳𝑗, (3) 

where 𝐿𝐼𝑁
−1  is a diagonal, semi-definite matrix with weights that implements the use of different length 

scales on different regressors and can be used to assess the relative importance of the contributions 

made by each regressor. This is a property called Automatic Relevance Determination (ARD) 

(Rasmussen and Williams, 2006). 

 Exponential covariance function (4) with ARD option 

𝐶(𝐳𝑖 , 𝐳𝑗) = 𝜎𝑓
2𝑒

[−
1
2(𝐳𝑖−𝐳𝑗)

𝑇
𝑆𝐸

−1(𝐳𝑖−𝐳𝑗)] 
(4) 

where 𝑆𝐸
−1 is a diagonal, semi-definite matrix, while the hyperparameter 𝜎𝑓

2 represents the scaling 

factor of the possible variations of the function.  
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 Matérn covariance function (5) with ARD option 

𝐶(𝐳𝑖 , 𝐳𝑗) = 𝜎𝑓
2 (

21−𝑑

(𝑑)
) (

√2𝑑𝑟

𝑙
)
𝑑

𝐾𝑑 (
√2𝑑𝑟

𝑙
), 

(5) 

where  is the gamma function, the hyperparameter 𝑙 or the horizontal scaling factor determines the 

relative weight on distance for the input variable 𝐳, 𝐾𝑑 is a modified Bessel function, the 

hyperparameter 𝑑 controls the differentiability of the modelled mapping function and 𝑟 is a distance 

function 

𝑟 = √(𝐳𝑖 − 𝐳𝑗)
𝑇
𝑀

−1(𝐳𝑖 − 𝐳𝑗), 
(6) 

where 𝑀
−1is a diagonal, semi-definite matrix.  

A covariance matrix 𝐊 is calculated by evaluating the covariance function given all the pairs of 

measured data. The elements 𝐾𝑖𝑗 of the covariance matrix 𝐊 are covariances between the values of 

the functions 𝑓(𝐳𝑖) and 𝑓(𝐳𝑗) corresponding to the arguments 𝐳𝑖  and 𝐳𝑗, 

𝐾𝑖𝑗 = cov(𝑓(𝐳𝑖), 𝑓(𝐳𝑗)) = 𝐶(𝐳𝑖 , 𝐳𝑗). 
(7) 

This means that the covariance between the random variables that represent the outputs, i.e., the 

functions of the arguments, numbers 𝑖 and 𝑗, equals the covariance function 𝐶 between the 

arguments, numbers 𝑖 and 𝑗. 

The data for the training of the model is described as a data set 𝒟 = {(𝐳𝑖, 𝑦𝑖)|𝑖 = 1,… ,𝑁} = {(𝐙, 𝐲)}, 

where N is the number of observations. Following the Bayesian modelling framework, we are looking 

for the posterior distribution over 𝑓, which for the given data {(𝐙, 𝐲)} and hyperparameters 𝛉 of the 

used covariance function is 

𝑝(𝑓|𝐙, 𝐲, 𝛉) =
𝑝(𝐲|𝑓, 𝐙, 𝛉)𝑝(𝑓|𝛉)

𝑝(𝐲|𝐙, 𝛉)
, 

(8) 
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where 𝑝(𝐲|𝑓, 𝐙, 𝛉) is the likelihood, 𝑝(𝑓|𝛉) is the prior probability distribution of function 𝑓 for the 

given hyperparameters 𝛉, 𝑝(𝐲|𝐙, 𝛉) is the evidence or marginal likelihood and 𝑝(𝑓|𝐙, 𝐲, 𝛉) is the 

posterior distribution over 𝑓. 

The Bayesian inference (8) of most systems can only be implemented using analytical or numerical 

approximation. One possible approximation method is the estimation of hyperparameters with the 

maximisation of the evidence. See (Rasmussen and Williams, 2006, Kocijan, 2016) for details. 

The objective of the modelling is to find the predictive distribution of the latent function values 𝑓∗= 

𝑓(𝐳∗)  at test inputs 𝐳∗. The posterior predictive distribution of 𝑓∗ is obtained by marginalising the 

function out. The resulting predictive distribution is Gaussian and defined with equation 

𝑝(𝑓∗|𝑦)    =    𝒩 (𝐊∗(𝐊 + 𝜎𝑛
2𝐈)−1 𝐲, 𝐊∗∗ − 𝐊∗(𝐊 + 𝜎𝑛

2𝐈)−1𝐊∗), (9) 

where 𝐈 is the unity matrix. Therefore, the mean 𝐸(𝑓∗) and variance var(𝑓∗) of predictive distribution 

at 𝐳∗ are given as 

𝐸(𝑓∗)    =    𝐊∗(𝐊 + 𝜎𝑛
2𝐈)−1 𝐲, (10) 

var(𝑓∗)   = 𝐊∗∗ − 𝐊∗(𝐊 + 𝜎𝑛
2𝐈)−𝟏𝐊∗, (11) 

where 𝐊∗ = [𝐶(𝐳1, 𝐳
∗), … , 𝐶(𝐳𝑁 , 𝐳∗)]T is the N × 1 vector of covariances between the training input 

data and the test input data, and 𝐊∗∗ = 𝐶(𝐳∗, 𝐳∗) is the autocovariance of the test input data. The 

variance var(𝑓∗) is composed of the variance due to measurement noise and the variance due to lack 

of data for modelling. 

2.3. Hybrid models 

Hybrid models are achieved by combining different models. In this paper, hybrid models refer to 

combined theoretical, i.e. mechanistic models and data-driven models. 

Hybrid modelling can be performed based on different hybrid structures, serial, parallel, or parallel-

serial one (Hajirahimi and Khashei, 2019). The serial configuration uses data-driven models to 
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complement poorly defined parts of the first-principle models, in most cases kinetic terms of 

mechanistic models. The parallel configuration uses the data-driven model to model the residuals from 

the first principles (Anderson et al., 2000). Fig. 1 shows the serial and parallel hybrid structures with 

mechanistic models and GP models. It should be emphasised that other data-driven models can also 

be used. 

The serial hybrid structure was in our case used for data reconciliation and gap-filling of WWTP input 

data. The knowledge of WWTP input, i.e. input wastewater composition and concentrations, is crucial 

for the prediction of WWTP effluent concentrations by the mechanistic model. Since input data rely 

on laboratory and on-line measurements, they are often erroneous or lacking. Different pre-treatment 

approaches can be used to solve the problem of missing or outlier data, e.g. data tagging and replacing 

with data filling such as interpolation, correlation with another measured value, daily average, the day 

before data, influent model, etc. A recent evaluation of the different data analysis and gap-filling 

methods shows that using the influent model to fill gaps in the data yields the highest reliability 

(Mulder et al., 2018). An example of estimating missing data in a WWTP flow rate signal by the GP 

regression model has been also successfully tested on simulated data (Samuelsson et al., 2017). In this 

paper, the data-driven GP model in the serial hybrid structure is used to complement influent data, if 

the laboratory or on-line measurements of input wastewater are erroneous or not available.  

The parallel hybrid structure was used to improve the model prediction accuracy. In this case, the data-

driven part of the hybrid model is used to estimate and thus compensate for the mechanistic model 

residual, i.e. the error between the mechanistic model and the measured process output. 
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Fig. 1. Hybrid modelling structures combining the mechanistic model and Gaussian process model: (a) serial and (b) parallel 

configuration. 

 

3. WWTP case study 

The plant considered in this study is a large full-scale WWTP operated at 435,000 population equivalent 

(PE). The treatment facilities consist of mechanical treatment (screens, grit and grease chamber), a 

biological stage with suspended biomass activated sludge process (three parallel plug-flow aerobic 

reactors and four parallel secondary clarifiers) and sludge treatment (sludge thickening, anaerobic 

digestion, dewatering and sludge drying). 

The biological stage of the plant removes carbon and achieves nitrification, and will be upgraded for 

complete nitrogen and phosphorus removal. For plant upgrading, the mechanistic model of the plant 

was designed and tuned to plant measurements (Hvala et al., 2018). The model can be also used in the 

on-line operation to predict effluent concentrations. The mechanistic model of the given case study is 

considered sufficiently reliable for the evaluation of plant performance in different operating 

scenarios, but in predicting effluent concentrations some major differences between the model and 

the process are still present. 

Fig. 2 shows the process configuration of the biological stage and the available process data for 

modelling. As presented in the next sections, serial and parallel hybrid structures based on the 

mechanistic model and different GP models are designed to predict effluent total nitrogen (TN) and 
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total phosphorus concentrations (TP). For each particular model structure, a subset of process input 

variables is used. 

 

 

After mechanical 
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Return sludge: 

Qr 

Waste sludge: 

Qw 
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Fig. 2. The full-scale WWTP biological stage with the indicated flow (Q) and concentrations measurements that are used for 

modelling: chemical oxygen demand (COD), biochemical oxygen demand in five days (BOD5), total nitrogen (TN), ammonia 

nitrogen (NH4-N), total phosphorus (TP), total suspended solids (TSS), wastewater temperature (T), orthophosphate (PO4-P), 

dissolved oxygen (DO) and mixed liquor suspended solids (MLSS). 

 

3.1. Mechanistic model 

The mechanistic model is designed as a plant-wide model and is already presented in (Hvala et al., 

2018). The aerobic reactors in the biological stage are modelled with ASM2d model, while secondary 

clarifiers are considered as biologically inactive and are modelled with the double exponential settling 

velocity function (Takács et al., 1991). The model is designed in GPS-X simulation software 

(Hydromantis, 2016).  

The list of input and output variables of the mechanistic model is shown in Table 1. The model output 

variables are effluent total nitrogen (TNe,m) and total phosphorus (TPe,m) concentrations and are 
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compared to process measured values (TNe,p and TPe,p). As can be seen, not all the available process 

measurements presented in Fig. 2 are directly used as inputs of the mechanistic model. For example, 

influent BOD5 and TSS measurements are not used, since the input wastewater is characterized by the 

COD model, therefore, these two variables are the outputs of the COD model. Similarly, also the N and 

P measurements after the mechanical treatment are not used since they are the outputs of the model. 

The model was tuned to plant measurements by adjusting nine wastewater composition parameters 

and three kinetic and stoichiometric parameters of the model. 

Table 1. Mechanistic model input and output variables. Index k refers to discrete-time with time step one day. 

Mechanistic model inputs Mechanistic model outputs 

Qi(k) TNe,m(k) 

TPe,m(k) CODi(k) 

TNi(k) 

NH4-Ni(k) 

TPi(k) 

T(k) 

DOb,1(k) 

DOb,2(k) 

MLSSb(k) 

Qr(k) 

 

3.2. The serial hybrid GP model 

A set of data-driven GP models in the serial hybrid structure was designed to predict influent COD, TN, 

NH4-N and TP concentrations in the gaps of missing measurements. The GP model was constructed for 

each influent variable separately. 

The estimated value of influent concentration is determined from the predicted flow and past 

concentration and flow measurements. For each variable, the three delayed measurements were 
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considered as potential regressors. Regressors were selected with a sequential forward selection 

method as an example of a wrapping method (May et al., 2011) with 4-fold cross-validation on the 

training dataset. The performance measure used was the squared error of predictions regarding the 

measurements. 

The covariance function used in serial GP models was the sum of a squared exponential (4) and a linear 

covariance functions (3) both with ARD option. This covariance function was selected because it 

provided the best results on identification dataset. The covariance function is expressed as 

𝐶(𝐳𝒊, 𝐳𝒋) = 𝜎𝑓
2(𝑒

[−
1

2
(𝐳𝑖−𝐳𝑗)

𝑇
𝑆𝐸

−1(𝐳𝑖−𝐳𝑗)]+𝐳𝑖𝐿𝐼𝑁
−1 𝐳𝑗). 

(12) 

The finally selected regressors for the data-driven GP models in the serial hybrid structure are shown 

in Table 2. The selection of regressors and GP hyperparameters was performed on data subsets within 

the total dataset, where measurements of particular process input variables were available. 

Table 2. Input and output variables of data-driven GP models when used for estimating influent COD, TN, NH4-N and TP 

concentrations in a serial hybrid structure. 

GP model inputs GP model output 

𝐳 = [

𝐶𝑂𝐷𝑖(𝑘 − 1)
𝑄𝑖(𝑘)

𝑄𝑖(𝑘 − 1)
] 

𝑦 = 𝐶𝑂𝐷𝑖(𝑘) 

𝐳 = [

𝑇𝑁𝑖(𝑘 − 1)
𝑄𝑖(𝑘)

𝑄𝑖(𝑘 − 1)
] 

𝑦 = 𝑇𝑁𝑖(𝑘) 

𝐳 = [

𝑁𝐻4−𝑁𝑖(𝑘 − 1)
𝑄𝑖(𝑘)

𝑄𝑖(𝑘 − 1)
] 

𝑦 = 𝑁𝐻4−𝑁𝑖(𝑘) 

𝐳 = [
𝑇𝑃𝑖(𝑘 − 1)

𝑄𝑖(𝑘)
] 

𝑦 = 𝑇𝑃𝑖(𝑘) 
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3.3. The parallel hybrid GP model 

The output of the parallel GP model is the mechanistic model residual, i.e. the error between the 

mechanistic model and the measured process output. For each mechanistic model output, a separate 

parallel GP model was designed. 

For selecting the model regressors, all measured variables presented in Fig. 2 and their three delayed 

values were evaluated as potential regressors. The effluent concentrations predicted by the 

mechanistic model (TNe,m, TPe,m) were included in the model structure by default. Again, regressors 

were selected with a sequential forward selection method as an example of a wrapping method (May 

et al., 2011) with 4-fold cross-validation on the identification dataset. The performance measure used 

for the regressors selection was the squared error of predictions regarding the measurements. 

The covariance function used in parallel GP models was the sum of a Matérn covariance function (5) 

with hyperparameter d = 3/2 (Kocijan, 2016) and a linear covariance function (3) both with ARD 

option. This covariance function was selected because it provided the best results on identification 

dataset. The covariance function is expressed as 

𝐶(𝐳𝑖 , 𝐳𝑗) = 𝜎𝑓
2((

21−𝑑

(𝑑)
) (

√2𝑑𝑟

𝑙
)
𝑑

𝐾𝑑 (
√2𝑑𝑟

𝑙
)+𝐳𝑖𝐿𝐼𝑁

−1 𝐳𝑗). 
(13) 

The finally selected model regressors for GP models in the parallel hybrid structure are shown in Table 

3. For the selection of regressors and model identification, the available dataset was divided into a 

training dataset, also called identification dataset in system theory, and test dataset also called 

validation dataset in system theory. 

It can be seen that influent CODi, TNi, NH4-Ni and TPi concentrations, which are the inputs of the 

mechanistic model, are not included in the parallel model. This indicates that these process variables 

are represented in the mechanistic model sufficiently well and do not bring significant additional 

information for the data-driven model. An exception is influent TNi, which is used in the phosphorus 

model. This may be explained by the fact that the soluble part of influent TPi, which is used in the 
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mechanistic model for effluent prediction, was not measured but computed from the TPi 

measurements using a fixed PO4-Pi/TPi ratio equal to 32% (Hvala et al., 2018). Hence, additional 

information for effluent TPe prediction may be gained from TNi signal. 

The GP model regressors also do not include operating parameters, such as temperature T and 

dissolved oxygen concentrations DOb,1 and DOb,2, which are already included in the mechanistic model. 

The GP model regressors include TSSi, MLSSb, recycle flow Qr and waste sludge mass flow w=QwTSSw. 

All these variables are related to biomass and sludge concentrations, which may not be presented in 

the model sufficiently well. 

The input regressor of the nitrogen model is also ammonia concentration after the mechanical 

treatment NH4-Nm. It differs from influent NH4-Ni because of recycling water (centrate) addition. In the 

mechanistic model, the centrate addition may not be well presented, since the centrate flow Qc was 

not measured but estimated from the periods of centrifuge operation. 

Table 3. Input and output variables of GP models for estimating mechanistic model residuals RTN,e and RTP,e in a parallel 

hybrid structure. 

GP model inputs GP model output 

𝐳 =

[
 
 
 
 
 
 
 
 

𝑇𝑁𝑒,𝑝(𝑘 − 1)

𝑀𝐿𝑆𝑆𝑏(𝑘 − 3)
𝑄𝑟(𝑘 − 2)
𝑄𝑖(𝑘 − 1)

𝑇𝑆𝑆𝑖(𝑘 − 1)
𝑁𝐻4 − 𝑁𝑚(𝑘 − 1)

Φ𝑤(𝑘 − 1)
𝑇𝑁𝑒,𝑚(𝑘) ]

 
 
 
 
 
 
 
 

 

𝑦 = 𝑅𝑇𝑁,𝑒(𝑘) 

𝐳 =

[
 
 
 
 
 
 
 

𝑇𝑁𝑖(𝑘 − 3)
𝑇𝑆𝑆𝑖(𝑘 − 3)

𝑀𝐿𝑆𝑆𝑏(𝑘 − 3)
𝑄𝑟(𝑘 − 2)

𝑀𝐿𝑆𝑆𝑏(𝑘 − 1)
Φ𝑤(𝑘 − 1)
𝑇𝑃𝑒,𝑚(𝑘) ]

 
 
 
 
 
 
 

 

𝑦 = 𝑅𝑇𝑃,𝑒(𝑘) 
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4. Results and discussion 

The presented models were trained and tested on full-scale WWTP data. The total dataset included 

650 days of plant operation. For all the process variables presented in Fig. 2, daily average values were 

available. The serial models predicted data in the gaps of missing measurements. The parallel models 

predicted the residuals between mechanistic model and measurements. The covariance functions 

applied in serial (12) and parallel (13) GP models required to estimate 2D+1 hyperparameters, where 

D is the number of regressors in each model structure. The training dataset for the parallel model had 

400 data points and the rest data points were used for the parallel-model test. Testing of effluent TN 

and TP prediction by different models was performed on 250 days of plant operation. 

4.1. Evaluation criteria 

The model quality was evaluated with the statistical coefficient of determination R2 computed from 

the sum of squares of residuals SSres and the total sum of squares SStot concerning the mean of the 

observed data 𝑦̅ 

R2 = 1 −
SSres

SStot
= 1 −

∑ (𝑦𝑚,𝑖 − 𝑦𝑠,𝑖)
2

𝑖

∑ (𝑦𝑚,𝑖 − 𝑦̅)
2

𝑖

, 
(14) 

where 𝑦𝑚,𝑖 represent measured values and 𝑦𝑠,𝑖 simulated values of given model output. 

An evaluation criterion was also a standard deviation 𝜎 of the error between model predictions and 

the mean of the observed data 𝑦̅.  

4.2. The hybrid model with a tuned mechanistic model 

The main question considered in the study was whether the mechanistic model prediction can be 

improved with the hybrid model structure. For predicting effluent TN and TP concentrations three 

model options were tested: 

a) mechanistic model prediction, 

b) serial hybrid model prediction, 
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c) combined parallel-serial hybrid model prediction. 

In the case of mechanistic model prediction, the missing and erroneous influent data was replaced by 

the data from the previous day. 

Fig. 3 shows the prediction of effluent TN in the case when using a mechanistic model and a combined 

parallel-serial hybrid model structure. It can be seen that the hybrid model improves the performance 

and achieves output-prediction error closer to process measured values. The output-prediction error 

hereafter means the difference between the mean value of prediction and the test data. The hybrid-

model output-prediction error is mostly within ±2, which indicates the quality of model prediction. 

Fig. 4 also shows the distribution of the output-prediction-error signal for both models. It can be seen 

that the variance of the prediction error in the case of the hybrid model is noticeably smaller compared 

to the mechanistic model. 
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Fig. 3. Effluent total nitrogen (TN) prediction performed by the tuned mechanistic model (upper plot) and combined parallel-

serial hybrid model (middle plot). The lower plot shows the absolute values of the error between the hybrid-model prediction 

and the true value, and 2 standard deviations of the data-driven model prediction (95 % confidence band). 
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Fig. 4. Distribution of effluent total nitrogen (TN) model error in the case of the tuned mechanistic model and hybrid parallel-

serial model structure based on the tuned mechanistic model. 

 

4.3. The hybrid model with default mechanistic model 

Since tuning of the mechanistic model parameters and adjusting the influent wastewater composition 

to a particular case-study is one of the most demanding steps of the full-scale mechanistic model 

design, the application of a hybrid model based on default mechanistic model was also considered. 

This means that in this case no adjustments of the model parameters and wastewater composition 

were performed and pre-set values in GPS-X simulation software were applied. For the serial and 

parallel GP models used in hybrid model based on the default mechanistic model the same vector 

regressors were used, only the GP model hyperparameters were tuned to the default model 

predictions. 
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Fig. 5 shows the performance of the default mechanistic model prediction and the performance of a 

parallel-serial hybrid model, which was designed based on default mechanistic model. It can be seen 

that the prediction of the mechanistic model with the default model parameters (Fig. 5) is much worse 

compared to tuned mechanistic model (Fig. 3). This can be seen also in Fig. 6 where the distribution of 

the output-prediction error for the default model is presented. It can be seen that tuning of the model 

parameters results in the adjustment of the mean value of the error signal and slight variance 

correction.  

The hybrid-model-output prediction based on default mechanistic model in Fig. 5 indicates that this 

model structure significantly improves the prediction. The output-prediction error and its distribution 

are similar to that obtained with the hybrid model based on the tuned mechanistic model.  

Fig. 7 shows the output of the parallel GP model in the case of the tuned or default mechanistic model. 

It can be seen that the dynamics of both signals are similar. In the case of default mechanistic model, 

the parallel model structure also compensates for the off-set of the default mechanistic model. 

Similar results were obtained also for effluent TP predictions (figures not shown). 
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Fig. 5. Effluent total nitrogen (TN) prediction performed by the default mechanistic model (upper plot) and combined 

parallel–serial hybrid model (middle plot). The lower plot shows the absolute values of the error between the hybrid-model 

prediction and the true value, and 2 standard deviations of the data-driven model prediction (95 % confidence band). 
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Fig. 6. Distribution of effluent total nitrogen (TN) model prediction error in the case of default mechanistic model and 

parallel-serial hybrid model structure based on default mechanistic model. 

 

 

Fig. 7. The output of the parallel GP model in the hybrid model structure in the case of default and tuned mechanistic model. 
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4.4. Effluent TN and TP prediction accuracy 

Comparison of evaluation criteria for different model structures in the case of effluent TN and TP 

predictions are presented in Table 4 and Table 5, respectively. The evaluation criteria confirm an 

improvement of effluent prediction by using a hybrid model structure. The improvement of both the 

serial hybrid model and the combined parallel-serial hybrid model compared to the mechanistic model 

is noticed. The improvement of the serial hybrid model is smaller and depends on case-specific data 

availability. In our case, the percentages of missing data for CODi, TNi, NH4-Ni and TPi were 8%, 20%, 

10% and 21%, respectively. 

From the results, it can be seen that the final output-prediction error is similar in the cases of a tuned 

or default mechanistic model used in the hybrid model structure. This indicates that difficult and time-

consuming tuning of the mechanistic model parameters can be omitted in a hybrid model. The relative 

improvement of hybrid model structures compared to the mechanistic model is similar for TN or TP, 

but overall, the model quality for TP is worse compared to TN. This can be attributed to different 

reasons, e.g. lacking more detailed measurements for input P load as explained in Section 3.3, complex 

phosphorus kinetics that could not be captured by the hybrid model (Anderson et al., 2000), or 

unreliable prediction of phosphorus in ASM model if not accounting for corresponding physico-

chemical processes (Kazadi Mbamba et al., 2016). It can be also noticed that with the highest values 

of R2 equal to 0.81 and 0.67 for TN and TP, respectively, still a considerable proportion of the variance 

for the output variables could not be explained by the model. This may indicate that the available data 

is not sufficiently rich in the information or that important variables are not considered in the model 

(Côté et al., 1995). Further improvements of the model could be expected with additional monitoring 

or soft sensing data. 
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Table 4. Values of evaluation criteria for predicting effluent TN using different model options. 

Effluent TN 
Default mechanistic model Tuned mechanistic model 

R2  R2  

Mechanistic model 0.065 4.270 0.619 3.620 

Serial hybrid model 0.130 4.110 0.653 3.460 

Parallel-serial hybrid model 0.814 2.526 0.808 2.563 

 

Table 5. Values of evaluation criteria for predicting effluent TP and using different model options. 

Effluent TP 
Default mechanistic model Tuned mechanistic model 

R2  R2  

Mechanistic model 0.110 0.766 0.542 0.789 

Serial hybrid model 0.019 0.764 0.546 0.762 

Parallel-serial hybrid model 0.668 0.695 0.651 0.710 

 

4.5. The variance of the hybrid model prediction distribution 

The GP model property of presenting the predicted model output with a distribution, expressed in 

terms of mean and variance, distinguishes this method from other data-driven methods. The mean 

value represents the most likely output and the variance can be interpreted as the measure of its 

confidence. The variance depends on the amount and quality of available data for prediction. To test 

how the variance changes with the change of data for prediction, some hypothetical examples were 

simulated. Simulation tests were performed on already presented test data by introducing offset 

changes in the parallel GP model input signals. The changes were introduced on TSSi and 𝑇𝑁𝑒,𝑝 signals 

at t=150 d of the test data. The introduced offset change for 𝑇𝑁𝑒,𝑝 was small, i.e. within the 

identification data, while the change of TSSi was significant, i.e. within two times of the identification 
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data maximal value. It is expected that these artificially imposed signal changes on test data 

deteriorate the parallel model performance since they deviate from the training data. 

Fig. 8 and Fig. 9 show the obtained results of the hybrid model predictions in both cases. In Fig. 8 it can 

be seen that after imposing the offset in 𝑇𝑁𝑒,𝑝, the hybrid-model prediction error increases and the 

model is no longer able to predict the process output close to the measured values. As can be seen in 

Fig. 8, the prediction variance and thus the 95% confidence band are not changed, which could be 

explained by the small 𝑇𝑁𝑒,𝑝 changes that are still within the range of identification data of the GP 

model. In the case of the offset change of TSSi in Fig. 9, the introduced change is significant and all the 

TSSi data are outside the identification region. It can be seen that in this case both the prediction error 

and the variance are increased, indicating deteriorated model performance and lower confidence in 

model prediction results. 

The examples above indicate that the variance of the GP model predictions gives additional 

information on model prediction confidence. With the increased prediction variance due to the 

distance to identification data, it can be concluded that the model’s confidence is decreased. It should 

be noted that in our full-scale case-study, the introduced change of GP model input signals to detect 

the increase of variance was quite large and needed to surpass the already high variance of the model 

due to available modelling data and corresponding measurement noise. A similar observation was 

noticed in (Samuelsson et al., 2017), where GP regression was used to detect a drift in an ammonium 

sensor (real data).  
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Fig. 8. Hybrid model performance on test data when an off-set is introduced on TNe,p signal at t=150 d. Deteriorated model 

prediction is noticed through the increased hybrid-model prediction error. The model variance and thus the 95% confidence 

band is not changed since the new data are still within the range of identification data. 

 

 

Fig. 9. Hybrid model performance on test data when an off-set is introduced on TSSi signal at t=150 d. Deteriorated model 

prediction and lower confidence in model prediction results are noticed by the increased hybrid-model prediction error and 

variance. The variance and thus the 95% confidence band increased due to distance of new data to identification data. 
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5. Conclusions 

This paper considers the design of hybrid mechanistic/GP models to be applied in WWTP modelling. 

Hybridisation is performed due to the lacking the mechanistic model, i.e. the widely applied 

mechanistic activated sludge model, to give accurate model predictions, as well as to address the gaps 

in input data that are crucial for the activated sludge model prediction. 

The results show that both the serial and combined parallel-serial hybrid structures improve the model 

prediction accuracy in terms of statistical coefficient of determination R2 and variance of the prediction 

error. The improvement of the serial structure, which fills the gaps of missing or erroneous input data, 

is smaller and depends on the case-specific data availability. The main contribution results from the 

parallel hybrid structure that models the mechanistic-model residuals. This indicates that despite the 

extensive effort in tuning mechanistic model parameters, there is still information latent in data that 

could not be tackled by the mechanistic model structure. 

The most interesting results come from the application of the hybrid model based on the default 

mechanistic model and pre-set input wastewater characterization. The good prediction accuracy in 

this case, which is comparable to the prediction accuracy of hybrid model with tuned mechanistic-

model parameters, indicates that no prior complex tuning of the mechanistic model is needed for good 

hybrid-model performance. Hence, the hybrid model could be used equally well without prior 

demanding wastewater characterization and adjustment of model parameters, which very much 

simplifies the hybrid-model design. 

A realistic full-scale modelling study demonstrates the practical applicability of the approach. Further 

work will consider the application of the designed model in model-based control and optimisation. 
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